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Polycarbonate Simulations with a Density Functional Based Force Field
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The results of density functional calculations of the structural and vibrational properties of molecules related
to polycarbonate have been used to optimize the parameters describing a classical atomistic force field. This
field has then been used in extensive Monte Carlo and molecular dynamics simulations of crystalline,
amorphous, and liquid polycarbonate systems. Applications include thermal properties of crystal and liquid
phases, the glass transition, and vibrational properties and surface structure of the amorphous material. Molecular
dynamics calculations using both this force field (DF-ff) and one derived from MD simulations of liquids
(lig-ff) describe reasonably well the structure factor of amorphous bisphenol A polycarbonate.

empirical force fieldi® there have been numerous simulations
of polycarbonate systems. We now describe some of the most

|. Introduction

Polycarbonates are important thermoplastics, and one of therecent
best studied is bisphenol A polycarbonate (BPA-PC). This Amo.r hous cell simulations of BPA-PC have been performed
material is characterized by good impact resistance and high P P

- a1 2 i
glass and melting temperatures, and it has been investigateaby Suter and co-workefs? . and Fan_et al? studied the
extensively over the past 40 yeard.As part of a continuing structure factor and mechanical properties of model amorphous
study of organic molecules and polymers, we have performed structures, as well as the local chain dynamics near the glass

density functional (DF) calculations of the structure and energy :;%%Si;ité%ntéegpreorgﬁéf'tggergsﬁg dof‘heugr:?l;(rjrllnc?hz)nrﬁga?ipgl’cula-
surfaces of a series of molecular analogues of BPA-PThese P q

include the “immobile® and “mobile” crystalline forms of the tions for the torsion barriers in diphenyl carbonate (DPC) and

closely related 4,4isopropylidenediphenylbis(phenylcarbonate), 2,2-diphenylpropane (DPP). Sun efzhave developed a force

DPBC, the crystalline forms of the cyclic dimer and tetramer ;gl(i;?goﬁ%yggébggﬁtess Ei?\e?a?]g rl;'lae:L d|mdzl:iv(§:icﬁumg(|)ends
oligomers? and the molecular fragments benzene, phenol, BPA, pheny y

and DPBC. The smaller molecules are well studied, and the tjo nr:r%ri?:(iusci(ranL?I);?i?)::rsn?)?tzlrnitrruﬁ(t)lfjrslBlngrlgn gtlr?;\}el\ggﬁmirr_
crystalline structures of the larger are known from X-ray y P P

diffraction. These systems together then have pronouncedformeOI by Shih a_md Chéhusmg a minor modification of the_
advantages as test cases over the less well characterizeJ”pos 5.2 force field, which has a generic form able to describe

amorphous chains. The DF calculations of ground state geom-ii[:gl%i?égt{n ?Jr;}é;mz"f;:?eaﬂg dr%cgggg[ﬁiVYQétZi)i/t;dngtom

etries, vibration frequencies, and energy barfieese in good CHARMM ot)(/entiaFO to simulate ohenvl ring flios in alass

agreement with available experimental daté. P pheny’ ring Tip giassy
These calculations provide a wealth of microscopic informa- polycar_bonate. We shall return pelow to the very recent neutron

. . . oo - scattering measurements and simulations performed on several

tion on these systems that is otherwise difficult to obtain, but

many thermodynamical and mechanical properties of interest polycarbonate systenis.It can be seen that several familiar
many the ynan prop . force fields have been applied to the polycarbonate family with
involve time and size scales that are far beyond their reach.

For these properties and systems it is customary to arameterizeimereSting results.
prop Y yrop In the present work we adopt a strategy between the above

the forces involved, and two general approaches have beent 0: We use the extensive information available from our DF
used: (a) the parameters are adjusted to reproduce accuratel aIc.uIations of the structures, energy barriers, and dynamical
known experimental and theoretical data for ifi tem X ! '

own experimental and theoretical data for a specific syste properties of molecules with structures related to BPA-PC to

(often with many adjustable parametetsind (b) "generic Soarameterizeaclassical force field for use in Monte Carlo (MC)

force fields are designed to describe large classes of material and molecular dynamics (MD) simulations. On the other hand
reasonably well, without seeking a precise description of any. o ynar . L . . '
we facilitate these simulations by adopting a relatively simple

Following the pioneering work of Williams and Flory using an form for the potential. The vectors defining the unit cell used

in the DF calculations are taken from experiment, but no other
measured data enter the parameterization of the force field, and
the DF calculations themselves are free of adjustable parameters.
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In section Il we describe the form of the force field and the
procedure used to optimize its parameters, and in section llI
we outline the MC and MD methods we use. In section IV we
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Figure 1. Molecular structures: (a) transrans isomer of carbonic
acid; (b) benzene; (c) phenol; (d) trartsans isomer of monophenyl-
carbonate.

apply the force field (referred to below as DF-ff) in MC
simulations of a range of systems related to BPA-PC, including

(b) DPBC
thermal properties of the crystal and liquid phases, the glassFigure 2. Molecular structures: (a) BPA, (b) DPBC.

transition, vibrational properties and surface structure of amor-
phous DPBC, and interaction of DPBC with a single water

molecule. A comparison of MD calculations with this force field —c3 o 9—c1o  CI5
and one derived from MD simulations of liquids (referred to as ;

lig-ff) shows that some features of the calculated structure factor

SCHEME 1

C7
=Y ca—o17” \01s—c§ C11—Cl4
/ /

of amorphous BPA-PC are very similar, while others differ sig- C6—CsS C13—C12 (16

nificantly. Our concluding remarks are presented in section V. @, = C3-C4-017-C7 ®,=C7-018-C8-CY

Il. Force Field I';=c4-017-C7-019 I';=019-C7-018-C8
Polycarbonates are relatively simple molecules, with covalent Y= c10-C11-C14-C15

intramolecular bonds and intermolecular bonds of van der Waals S ) ] ) )
type. The molecules that have been used to optimize the force The boqdlng interactions include str_etchlng (str),. be_ndmg
field parameters are shown in Figures 1 and 2, and the labeling(Pnd), torsional (tor), and out-of-planarity (op) contributions.
of the atoms is shown in Scheme 1. Our previous DF The firsttwo are

calculation$ have shown that the structural parameters in these

molecules are remarkably transferable, so that they are good Esw = ZKEU ry — gl 2)
candidates for a classical force field description. Finally, H

polycarbonate has one of the lowest dielectric constants Eg= S KM0., — 6°]2 3)
(~3.02223among plastic materials, so that a neutral atom model bnd ; e Lk ik

should be adequate. This has been utilized in several of the PC
simulations mentioned abolf"1%and will be assumed here.  \here the sums include the atoms joined by covalent bonds

simplifies the simulations greatly. angles, respectively. The torsion term is
The functional form of our force field is similar to those used
i ,18,20,24 i t
in other schemé$* and includes a van der Waals term Eor=Y KSIL+ 0 cos B gy)] 4)
Evaw and several intramolecular bonding compone&gyy, 4z

which describes the short range interatomic repulsion and the
long range dispersion forces that lead to intermolecular cohesion,where o. is +1, depending on whethep = 0 describes a

has the LennardJones (LJ) form: maximum or a minimum of the potential energy surface. The
periodicity of the potential with respect to the torsion angles is
;|12 o determined by8, which is 3 for s angles and 2 for $mngles.
Eyow = zK}}dW —| —2— 1) The out-of-planarity termE,, models the energy cost of
B] Fj Fij deforming thez-bond around spand aromatic carbon atoms.

If we define a plane by the three nearest neighbors of such an
wherer;j is the interatomic distance. The sum is over all pairs atom, then
of atoms separated by less thar 3excluding those connected
by chemical bonds or belonging to the same functional group Eop = ZK?” (zzD - zé) (5)
(phenyl rings, carbonate and methyl groups). T



Molecular Dynamics Calculations Using DF-ff

TABLE 1: Distances (A) and Vibrational Frequencies
(cm1) of Benzene Calculated with DF (PBE functional), the
Tripos Force Field, and the DF-Based Parameterization
(“new fit")

J. Phys. Chem. A, Vol. 103, No. 27, 1999389

TABLE 2: Distances (A), Bond and Torsional Angles
(degrees), and Vibrational Frequencies (cmt) of

Monophenyl Carbonate Calculated with DF (PBE
functional), the Tripos Force Field, and Our DF-Based
Parameterization (“new fit")

PBE new fit Tripos
PBE new fit Tripos
atoms
c-C 1.397 1.398 1.396 atoms
C—H 1.093 1.093 1.084 C3-C4 1.393 1.399 1.402
mode C7-019 1.214 1.210 1.224
C—H stretch 3127 3139 4219 C7-017 1.359 1.375 1.334
C—C stretch 1588 1834 2934 C7-018 1.359 1.374 1.333
C—H out-of-plane 998 1320 2187 017-C4 1.413 1.414 1.395
018-H18 0.985 0.993 0.985
wherezg is the distance of the central atom from the plane and H3---019 2.562 2.54 2.55
Z is used to reproduce the nonplanar structure of the C8- 019-C7-017 128.0 125.2 121.8
C5—017 group. This parameter is very smat( ~ 0.02 A) 019-C7-018 125.4 124.6 121.8
and not essential for a good description of the BPA-PC structure. ~ C4-017-C7 118.7 1156 120.2
In addition, we introduce a potential term of LJ form between cH:EECEL)}%ZC?? igg'g igig ﬁ%é
the terminal atoms of each quarigd connected by chemical C3-C4 017 1155 1175 118.6
bonds C5-C4-017-C7 47.9 46.5 48.6
“\12 “\g mode
. 1% o O—H stretch 3531 3543 5010
E .= Z e ll—] —2— (6) C—H stretch 3153 3139 4219
Toifm T\ ri C—C stretch 1591 1883 2937
C=0 stretch 1772 1861 2512

Our potential has obvious similarities to the standard force
fields, and it is natural that we adopt one as our starting point.

TABLE 3: Distances (A), Bond and Torsional Angles
(degrees), and Vibrational Frequencies (cm') of the DPBC

For the initial values we have chosen the parameters of the Molecule Calculated with DF (PBE functional), the Tripos

Tripos 5.2 force field? which shares the assumption of

Force Field, and Our DF-Based Parameterization (“new fit”)

electrostatic neutrality of the component atoms and has been PBE new fit Tripos
used with success in an earlier simulation of amorphous BPA-
PC17 The fitting of the potential parameters involves several atoms_
- ) C3-C4 1.394 1.401 1.397
steps. First, we calculate the ground state geometries and c4-017 1.410 1.415 1.395
vibrational frequencies for the molecules studied in ref 4. We 017-C7 1.364 1.372 1.336
then focus on the structure of the mobile and immobile crystal ~ C7—019 1.210 1.209 1221
forms of DPBC and on the energy barrier for phemfiips in C10-C11 1.400 1.402 1.399
the mobile crysta#> We have estimated this barrier by comput- climcid 1.540 1.543 1539
h ’ . ! C14-C16 1.544 1.546 1.546
ing the total energy along the path determined in the DF H3---019 2.494 2.46 256
computatiort. This should be reliable, since the energy differ- H9—019 3.000 2.92 2.94
ence between the ground and transition states does not change ¢3-ca-017 123.2 121.1 120.7
on reoptimizing these geometries with the classical potential.  c5-C4-017 115.1 118.5 119.5
Typical results reported in Tables-B show that the Tripos C4-017-C7 119.2 116.4 117.4
model describes reasonably well the structures of benzene, ©017-C7-019 128.0 1256 1216
monophenyl carbonate, and DPBC, while the vibrational 813:8;:813 %g'? igg'g ﬁ%f
frequencies are overestimated. The same is true for phenol and  ~g_cg-018 121.2 120.5 120.6
BPA. The barriers for both phenyi-flips in the condensed C13-C8-018 117.5 119.1 119.9
phases of DPBC are overestimated significantly by the Tripos -3 _c4-017-c7 @) 44.8 473 54.7
field: the lowest such barrier in the “mobile” crystal form is C9-C8-018-C7 (@,) 69.3 64.6 73.6
21.9 kcal/mol, while the DF value (7.7 kcal/mb§grees much C4—017-C7-019 0.0 0.8 1.5
better with experimental estimates<80 kcal/mol)* C8-018-C7-019 0.5 13 14
The fit cannot be performed automatically. It is underdeter- ~ C10-C11-C14-C15 (¥) 8.4 4.0 4.3
mined, and any global minimization of the difference between mode
the results of the potential and the DF values leads to unreliable ~ C—H stretch (phenyl) 3166 3140 4219
values of the force constants. Nevertheless, the different degrees g_(":' stretch (methyl) 3079 2951 4161
. - —C stretch (phenyl) 1599 1908 2936
of freedom are largely independent, and a good fit to the DF  c_c gyretch (methyl) 1148 1335 2002
results can be achieved with a modest effort and the following  c=0 stretch 1775 1839 2501

strategy. First, we refine the equilibrium bond Iengt@sand
Finally, we observe that the Lennardones parameters

bond anglesﬂfj’k, which are associated with large force con-
stants, so that small uncertainties can lead to large errors inKiV-dW and o describing the van der Waals interactions are

other degrees of freedom. Torsional angles are fixed at thelargely insensitive to changes in the DF database, indicating
original Tripos values, and we determine the force constants that most properties of the crystalline systems should not depend
for stretching, bending, torsion, and out-of-planar motion by strongly on their precise values. The only exceptions we have
fitting the eigenvalues and eigenvectors of vibrational modes found are the equilibrium volume of the crystal phases and by
with well-defined characters: -©€H, C=0, and C-O stretching, the energy barrier of the phenyiflip, which depend sensitively
and some bending and out-of-planar modes of the carbonateon the repulsive part of the HH and H-O intermolecular
group. interactions® Therefore, we have fixed most of the vdW
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0.4 N : , energy scales, e.g., the stretch of covalent bonds, bending and
torsion modes, and the rotation of large functional groups. The
os| Tripos5.2 | efficiency of our MC sampling has been enhanced by adopting
a variety of trial displacements, including (a) single atom moves,
0.2 (b) rotations of phenyl, methyl, and carbonate groups, (c)
T T molecular rotations around the instantaneous center of mass,
(d) rigid translation of molecules, and (e) homogeneous volume
0.1 . changes.
Single particle displacements are attempted most frequently,
0.0 | ! followed by rotations of the functional groups. Rotations and
translations of the entire molecule are attempted on average
T 03l  New Fit | every 50 single atom moves, :_;md the volume change is attem_pted
= only every few thousand single atom moves. The relative
2 02 frequency of these moves is such that individual atoms are
§ T | displaced with almost equal probability in each, and the
g amplitude of the moves has been selected to obtain an
= 041 1 acceptance probability of0.3. We give below the lengths of
7%, MC runs in terms of single atom moves, with all other types
8 0.0 ; S ; being performed as above.
DF B. MD Simulation of BPA-PC Melts. Relaxation on large
03| | length scales means that the CPU time requirements of an
atomistic MD are prohibitive, even for chains of moderate
02l | length2® This problem has been addressed by equilibrating the
melts using a “coarse graining and inverse mapping” ap-
proach?®0 First, an atomistic polymer chain is mapped by a
0.1 1 numerical renormalization approach onto a model (“coarse
l ‘ grained”) chain with fewer degrees of freedom and simpler
0.0 . ~ . potentials than the original. MD simulations using this approach
0 800 1600 2400 3200 4000 are a factor of 1®to 10* faster, allowing relaxations of a melt
® [cm] to be studied on large length scales. In the second step, the

Figure 3. Total vibrational density of states of DPBC obtained with cga'rse grr]alnbed I?E)e“ Iscéemhapprdh.toh the Endefr.lylrég ator:nlstlc
Tripos force field (top), DF calculations (bottom), and with the Chains, the backbone @achof which is then fitted to the

optimized force field (New Fit). backbone of a coarse grained chain by adjusting the torsion
angles. Finally, energy relaxation on short length scales is
parameters at their Tripos 5.2 values, changing only¢he  achieved by switching on smoothly the atomistic excluded
diameters for the HH and H-O (for the G=0 group only) volume interactions and performing a conventional MD simula-
interactions in order to reproduce the computed phenffip tion with the full force field.
barrier and the experimental equilibrium volume of the crystal The simulation boxes of sizde~ 70 A contained 80 chains
phases. In the case of the-® interaction, the usual combina-  of 10 chemical repeat units, i.e., up t0 30000 atoms. The
tion rule [oj; = 0.5(vii + 0j)] is not applied. The modified force  coarse grained simulations were run fer 15 us. After
field leads to dramatic improvements, as can be seen in Tablesreintroducing the atomistic structure, local relaxation was
1-3 and Figure 3. achieved by performing an atomistic MD (10R00 ps) with
The DF computations of ref 4 revealed several features thatthe YASP packagé! The SHAKE constraints algorithfAwas
are related to the quantum mechanical nature of bonding andused to fix the bond lengths. This allows a longer time step (2
cannot be described reliably by a simple force field. These fs) to be used, but rules out the calculation of vibration
include the difference between the €817 and C#O17 frequencies. Static properties are not influenced by this sim-
bonds, the asymmetry in the €€4-017 and C5C4-017 plification. An atomic neighbor lis including all pairs within
bond angles, and the slight out-of-planarity of O17 in several a cut-off radius of 11 A, is updated every 15 time steps, and
molecules. In addition, a small part of cohesion comes from nonbonded interactions are evaluated within a cut-off radius of
weak, unconventional hydrogen bonds between the carbonyl10 A. In section IV F, we report the comparison with the results
oxygen and the hydrogens in the phenyl rings. These details gbtained with a different potential (li.-ff, ref 34), which includes
are not crucial to a description of global properties, and we have an electrostatic term. In this case, the nonbonded interactions

not attempted to reproduce them perfectly. are evaluated within a sphere of 10 A, with a reaction field
) ) ) correction for the electrostatic interactions. The effective
Ill. Monte Carlo and Molecular Dynamics Simulations dielectric constant was assumed tacheof 3.0, the static value

The optimized potential (DF-ff) has been used in both MD ©Of BPA-PCZ
and MC simulations of polycarbonate systems. The MD results In order to avoid a slowing down of the dynamics, the
are compared with those obtained using the lig-ff force field, simulations have been performed at 570 K, well above the glass
and we now provide details of the methods used. transition temperature (423 Rj. NPT simulations at this

A. Monte Carlo Calculations. The MC simulations were  temperature witf? = 1013 mbar show that the experimental
performed in the isobaricisothermal NPT) ensemble, with density (1.05 g/cr) is overestimated by 0.041 g/émwith the
fixed particle numbeN, pressuré®, and temperaturé€.?’-?6The DF-ff and underestimated by 0.023 gfmith the lig-ff. The
major problem in simulating molecular phases is the presenceisothermal compressibility, which has been determined from the
of degrees of freedom characterized by extremely different volume fluctuations of smaller simulation boxes (100 mono-
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Figure 4. Temperature dependence of the average potential ekkrgy
of 72 DPBC molecules on heating the crystal. The error bars are given
by the mean square fluctuation of the energy given in independent runs.

TABLE 4: Number of MC Steps Performed at Each

Temperature for the Simulation of 72 DPBC Molecules
(4248 atoms) and the Number ofz-Flips of the Internal and

External Phenyl Rings

T(K) 10° MC/(steps) N, inner ring N, outer ring
300 194 0 0
400 210 0 0
500 512 0 0
600 720 4 5
700 342 63 69
800 144 51 64
1000 48 51 58

mers) during 10 ns runs, yields similar values for both force
fields: 0.73 and 0.62 10 Pa! for DF-ff and lig-ff, respectively.
This agrees well with the observed volume shrinkage iNB
simulation with P = 5 x 10° Pa, but we know of no
experimental data for the compressibility.

IV. Applications

We now present several applications of our optimized
potential to simulations of molecular systems related to BPA-
PC. We have noted above that the presence of X-ray diffraction
data on systems related to DPBC makes them ideal test cases,
and we have performed MC simulations on several. MD
calculations have been performed on a model of amorphous
BPA-PC.

A. Thermal Properties of Crystal and Liquid Phases of
DPBC. We have performed MC simulations on a sample
containing 72 DPBC molecules (4248 atoms, box si&5 A)
at zero pressure for 300 K T < 1000 K, starting in each case
from the “immobile” crystalline form, which is energetically
the most stablé® Each sample is equilibrated during a very lost at 600 K, and the molecules diffuse slowly throughout the
long sequence of MC steps (see Table 4), and average valuesimulation cell. Large density fluctuations are observed at 1000
for the potential energy, volumeV, and structural informa- K (see Figure 5).
tion are accumulated during the last 30 10° steps. The Despite the length of the simulatidhthe loss of translational
temperature dependence of the average potential energy is showorder at 600 K provides only an upper bound to the thermo-
in Figure 4. dynamic melting temperaturéy, where the free energies of

Both U andV increase smoothly with increasifigfor both the solid and liquid phases are equal. This is because the
low and high temperatures, and there is a discontinuity at 600 (discontinuous) melting process would require a significant free
K (U(T) is shown in Figure 4) indicating a melting transition. energy barrier to be overcome, and this can be achieved on the
The crystal structure can easily be identified at 400 K, despite simulation time scale only by overheating to the point of
the disorder present in any hot solid. The translational order is mechanical instability. A precise estimateTaf would require

T=700 K

Figure 5. System studied in the MC simulation (72 DPBC molecules,
4248 atoms). We show the “immobile” crystalline structur & (top)
and the equilibrated structure at 700 K.
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1L S At N s Figure 7. Distribution P(®) of torsional anglesb;, at 0 K (vertical
i lines), 500 K (solid line, dots), and 700 K (dashed line, squares).

‘ ‘ 700 K. The temperature dependence of the intramolecular part
4| i of gus(r), which is determined by the (relatively high) energy
scale of the intramolecular covalent bonds and the short range
repulsion, is much weaker than in the intermolecular part.

The distributionP(®d) of torsional anglesb; and®d, (Figure
7) provides information about the orientation of the phenyl rings,
which are associated with weak intramolecular restoring forces.
The series of delta functions @t = 0 broadens rapidly a$
increasesP(®) is independent of above 500 K, and the small
changes on melting suggest that rotational disorder may already
be present in the solid. We plan to extend the present simulations
to determine whether this rotational disordering is sudden (a
Figure 6. Radial di_stri_bution function_s for €C pairs a? 0 K, 500 K, phase transition) or a continuous change.
and 700 K. The solid lines represent intramolecular distances, the dots B. MC Simulation of the Glass Transition. The quench of
intermolecular distances. Lo . .

liquid DPBC results in the formation of an amorphous system

long simulations for larger systems to determine the free energiesbelow a glass temperatufig that manifests itself with a rapid

of both phases as a function ©f These calculations have not increase of the viscosity coefficient and with the (nearly)
yet been performed, but we have analyzed the structures of adiscontinuous change of the specific h€gtand of the thermal
series of well equilibrated systems in the crystal and liquid expansion coefficiengr. Since our MC simulation does not
phases. We have focused on the temperature range-{Su0 provide a direct estimate of viscosity, we determine the glass

r [A]

K) in which the transition is expected to occur. temperature by analyzing the low and high temperature behav-
The structure of a system at nonzero temperature is characteriors of Cy andyr.
ized by the radial distribution functions (RDE)4(r).28 If an A liquid sample of DPBC well equilibrated at 700 K is
atom of typeu is at the origin, the average number of atoms of quenched progressively in runs ofx3 10° MC steps, during
type 3 at a distance is each of whichT is lowered discontinuously by 10 K. The entire
quench takes 200« 10° MC steps and results in a low
(AN, 4(NEF = 4m2pﬂgaﬁ(r)dr @ temperature structure that is apparently disordered. Analysis of

the C-C radial distribution functions confirms that the local

where pg is the average density of atorfis and the brackets  coordination is similar to that of the liquid phase and much
0.7 indicate a thermal average at temperaflre less structured than that of the crystal phase at the same

In Figure 6 we show the intramolecular (full line) and temperature. The quench rates used here are, of course, many
intermolecular (dots) contributions to the RDF for-C pairs orders of magnitude greater than those accessible experimentally.
for different temperatures. The corresponding curve fertH Although the potential energy) is a remarkably linear
pairs is similar. AtT = 0 the RDF are given by a series of function of T over the entire range, a linear fit of the low (50
delta functions corresponding to the internuclear separations in300 K) and high (556700 K) temperature behaviors bf(T)
the crystal. The distribution becomes denser and more continu-allows us to identify a change in the constant pressure specific
ous asr increases. The intramolecular part is short range, heat forT ~ 400 K (Figure 8). We find tha€p/(NKg) = 3.07
because of the finite size of the molecular units and the and 3.25 K? at low and highT, respectively, wher&\ is the
intermolecular component tends to unityrascreases, reflecting  total number of atoms, ang is the Boltzmann constant. The
the loss of correlation in the distribution of tifecomponent. crossing of the two linear interpolations at 410 K locates the
The short range repulsion of the interatomic potentials causesglass pointTy of the model. The temperature dependence of

the RDF to vanish at short distances. the equilibrium volume (Figure 8) also shows two different
The discrete structure of thg, 4(r) disappears rapidly a8 linear regimes: at higf there is a large thermal expansion

increases. Residual correlations in the hot solid at 500 K are coefficient = (3V/oT)/V = 1.8 102 K1), and at lowT the

apparent from the structure aroumd= 5 A, while goz(r) thermal expansion coefficieny{ = 5.6 104 K1) is reduced

approaches the asymptotic value of unity in the liquid phase at by the gradual freezing of relaxation channels. The crossing of
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Figure 9. Vibrations of cluster containing 40 molecules: (a) vibrational
density of states in the amorphous phase (full line) and the immobile

crystal phase (dashed curve); (b) participation rati¢v,) for the
vibrational modes of the amorphous cluster.

ized by a standard routine, with the surrounding molecules
simply providing the boundary condition for the computation
of the potential energy of the central cluster. For all but the
smallest clusters, the vibrational density of states does not
depend significantly on the number of molecules in the cluster.
We have performed the same computation for clusters of
identical size in the immobile crystal form of DPBC for
comparison purposes.

The results for the vibrational density of states of a cluster
of 40 molecules (2000 atoms, diameter25 A) are shown in
Figure 9(a). As expected, the packing of the molecules affects
mainly the low frequency part of the vibrational spectrum, which
displays systematic differences between the crystal and the
amorphous samples. In particular, we find an excess of low
frequency modes in the amorphous case, in agreement with the
general trend observed in a variety of ordered and disordered
condensed system$Although the lowest frequency part of the
vibrational spectrum is affected most by numerical uncertainties,
the excess of low-frequency modes is found in all clusters we
have analyzed and should be a general property of these systems.
It does not depend on the particular boundary conditions used,
since we always compare results for amorphous and crystal
clusters of the same size and with the same boundary conditions.

The localization properties of the low frequency modes in

estimates of the glass temperature by the specific heat and byamorphous systems is of considerable intetedle have
the thermal expansion coefficient bracket the experimental -p5racterized this property by computing the participation ratio

values of the glass temperature of BPA-PC (4482 K) 222535
C. Vibrational Properties of Amorphous DPBC. The

of each mode, defined by

N

potential energy of the low temperature structure of amorphous
DPBC has been optimized carefully as a first step towards the
characterization of the vibrational properties of this model
system. Since the simulated sample (72 molecules with 4248
atoms) is too large for the straightforward determination of
vibrational eigenvalues and eigenvectors, we have selected
subsets oM molecules (withM up to 40) as compact clusters

[> B (v

P (ry) = N——— (8)
B (v,)l*

embedded in the quenched system. The dynamical matrix ofwhere a identifies the eigenmode, the indéxuns over the
this subsystem is computed by finite differences and diagonal- atoms in the central cluster, aB&(v,) is the eigenvector whose
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Figure 11. AFM “image” of a free surface of amorphous DPBC.
-0.025 | - the energy cost of creating the surface increases with increasing
density and cohesion in the system. This trend, however, is
M‘” reversed in a wide temperature range spanning the glass
> -0.05 L . temperature, in which relaxation processes appear to be more
< effective at the surface than in the bulk. Finally, for< 300
K, relaxation processes are ineffective for both samples and the
-0.075 7 surface energy increases slowly with decrea3inbhis behavior
differs markedly from that observed in crystal surfaces, where
the monotonic increase i with increasingT is compensated
-0.1 ' ' ' ' ' ' by a rapid entropy gain at the surface.
0 100 200 300 400 500 600 700 Although the slab and the homogeneous sample are not in
T [K] thermal equilibrium and standard thermodynamic relations must
Figure 10. Temperature dependence of surface enegggbove) and be applied with caution, we have used them to calculate the
surface entropyAs (below). surface tension and the surface entropy. The latter is negative

(see Figure 103t and we believe that this reflects in part the
eigenvalue isv,. The participation ratio approaches unity for greater ordering at the surface than in the bulk. The relaxation
fully delocalized modes and is< 1 for localized excitations.  at the surface can take place at the surface at temperatures below
The values op(v) in the amorphous cluster withl = 40 are Tg, so that the bulk dynamics is effectively frozen.
shown in Figure 9(b). We see that all the eigenstates are fairly The structure has been characterized by the surface density
well localized, although there is a clear trend towards increasedprofile p,(2)—the density of atoms of speciesaveraged over
localization at higher frequencies. The vibrational modes of the thexy plane at height—and the surface topography. The former
crystal sample are also well localized, and there is no clear contains a thermal average for> 0. Analysis of the density
difference between the ordered and disordered cases. This showprofile shows that the surface width, defined as the distance
that the discussion of the localization properties of the vibrational over which the density changes between 10% and 90% of the
modes of these systems is still outside the reach of the presenbulk value, is of the order of 10 A and increases slowly with
simulations. On the other hand, it also explains the insensitivity increasingT.
of our results on the boundary conditions adopted to compute  The surface topography can be probed by scanning tunneling
the dynamical matrix. We note that the acoustic modes, which and atomic force microscopies (STM and AFM, respectivély),
are intrinsically delocalized, arise from intermolecular interac- and there has been recent progress in applying AFM to study
tions only. They are therefore extremely soft and are easily the morphology of the surfaces of glassy polynférisiere we
localized even by small perturbations. mimic AFM by moving an additional (hydrogen) atom above

D. Surface Properties of Amorphous DPBCThe efficiency the surface and determining the contours of constant potential
of the present simulations has allowed us to study the surfaceenergy or constant force on this atom. The single external atom
properties of amorphous DPBC samples, which are currently in our simulation is an oversimplified model of the AFM tip,
well outside the reach of DF computations. Beginning with a but more realistic atomistic models could be studied with a
well-equilibrated, isotropic liquid sample of 72 DPBC molecules modest increase in computing requirements.
at 700 K, we removed the periodic boundary conditions in the  Figure 11 shows the contour of zero force, defined as the
z direction alone, creating a slab with two parallel surfaces surface separating the attractive from the repulsive regions in
perpendicular to the axis (sample AS). This is then quenched the surface potential energy, measured on sample AS. This
progressively to low temperature, following a procedure analo- contour is accessible to AFM experiments, and the simulation
gous to the one applied in the simulation of the glass transition. shows that the surface is fairly rough, the standard deviation of
The final configuration is an amorphous slab, whose central the AFM surface from an interpolating plane being of the order
simulation cell is almost cubic with an edge of40 A. The of several A over an area of only2500 2. Despite the
surface energys, defined as the potential energy difference roughness, the AFM topography displays clearly recognizable
between the slab and the homogeneous sample, is shown irfeatures, such as the elliptical protrusions corresponding to
Figure 10 as a function of temperature. Over the entire phenyl rings, which tend to be oriented parallel to the surface.
temperature range; is of the order of~ 50 erg/cm, which is Comparison of our results with available measurenfénts
typical for polymeric material4? If we follow this function shows that the length scale of our simulations is much smaller
during the cooling process, we observe that at high temperature(the smallest scanning area in ref 43 is approximately 2500 A
ug(T) increases steadily with decreasing temperature, becausex 2500 A, with a linear resolution of 50 A). However, future
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computations could be performed with at least ten times as manyusing the scattering lengths H:0.3741, D: 0.6674, C: 0.6648,
atoms, while the size and resolution of the experimental imagesO: 0.5805x 10712 cm. In order to estimate the error 8{q),
should approach those of such larger simulations. The directall structure factors have been calculated for two simulation
comparison of experimental and computational results for the boxes. Errors({ 1/g) are larger for smalg, which can lead to
same system could improve greatly our understanding of unphysical oscillations. Although in an amorphous system we
amorphous polymeric surfaces. can average over different directionsgpfo improve statistics,

E. Water in DPBC. The interaction of small molecules with  the system size chosen is necessary to obtain reliable results
polymer chains is important since chemical, optical, and for smallq.

mechanical properties of these materials are often affected by |n addition to comparing results for DF-ff with experiment,
the presence of water, air, and/or a variety of impurities and e have compared them with results from a force field (lig-ff)
pollutants. In the case of polycarbonates, the interaction with derived using a different procedure. In this case, the bonded
hot water often results in swelling and a significant reduction jnteraction parameters (angle bending, torsion) have also been
of desirable mechanical properties. The DF-based force field getermined from fits to quantum chemical calculations, but we
does not include atomic charges and cannot describe the detail$nc|ude partial charges obtained from a fit to the molecular
of the interactions between water molecules and polymer chains.g|ectrostatic potential surfad@ The Lennare-Jones interac-
Nevertheless, we now show that this force field can provide tijons have been parameterized by means of MD simulations of
valuable structural information even in such systems, at Ieast|iquid phenol, bisphenol-A, and diphenylene carbonate, which
in the limit of very low water concentration. ~ may be viewed as building blocks of BPA-PC. The LJ
We have used the DF-ff force field to optimize the location parameters were optimized to reproduce the experimental values
of a single HO molecule in the mobile crystal form of DPBC,  for macroscopic quantities such as the density, enthalpy of
whose density is comparable to that of the amorphous phaseaporization, etc. Details of the lig-ff force field are given
The force field calculations allow us to study a very large e|sewheré4 Although the two force fields are constructed
number of configurations, and we find that the water molecule differently, the resulting equilibrium bond lengths, bond angles,
lies close to the carbonate group, where the structure appeargnd some torsion potentials (such as the one at the carbonate
to be most open. This geometry has been used as input to theyroyp) are in excellent agreement. Nevertheless, the LJ param-
DF procedure and computational parameters described in refeters differ considerably. The vdW radius of an aromatic carbon
4. The DF calculations, which include all charges in the system, i5 1794 larger in the lig-ff, whiles,; is about 50% smaller. In
show that there is a change in the orientation but little change grger to study the influence of atomistic force fields on the

in the location of the water molecule: One of the hydrogen styycture factor, theamecoarse grained melts have been taken
atoms in HO forms a hydrogen bond with an%pxygen atom as starting point for the atomistic simulations with the two
in the carbonate group, and the other appears to be attracted byjifferent force fields.

thesr-electrons in a nearby aromatic ring. The formation of these
hydrogen bonds is reflected in the downward shift (by 8G%Hm

of the highest energy stretching modes of water. Shifts of this
size are well outside the uncertainties of our computation and
should be readily detectable spectroscopically. We are not awar
of any experimental studies of water in DPBC. NMR studies
of water absorbed in precipitated polycarbonate powder have
been carried out by Lee et 4.

This test computation shows that the DF-based force field
accounts correctly for steric effects that confine the water
molecule to the open space surrounding the carbonate group
To describe features such as hydrogen bonding, however, it
would require at least the introduction of atomic charges. We
anticipate that the location of favorable regions of configuration
space by force field calculations, followed by the determination
of structural details using DF calculations, will be a useful
approach in other contexts.

Figure 12(a) shows that the structure factors of protonated
BPA-PC obtained from the two force fields agree with each
other and with experiment for large values of the scattering
evectorq > 1.25 A1, The local order (up te= 5A) is described

equally well by both force fields, even though the parameters
of the LJ interactions are rather different, and #daerageover
the individual local conformations leads to very simi(o).
Forq < 1.25 A1 the force fields yield similar structure factors
but deviate systematically from the experimental results. These
observations also hold qualitatively for the structure factors of
“methyl-deuterated” BPA-PC (Figure 12(b)), where the hydro-
gens of the methyl groups are replaced by deuterium.

The discrepancy at smalj may originate in the atomistic
force fields, the coarse grained force field, or both: The
monomeric building block of BPA-PC (from carbonate-C to
carbonate-C) is intrinsically stiff, and atoms belonging to the

F. Structure Factors of BPA-PC Melts. The comparison same chain show pronounced correlations over the range of a
of coherent structure factors of simulated BPA-PC melts with chemical repeat unit (12 A). These correlations depend on the
experimental results obtained from spin-polarized neutron torsion angles between successive carbonate groups, and hence

scattering! provides another test of the atomistic force field. ©ON the atomistic potentials. The bond angle potentials in the
The MD simulations have been performed with periodic COarse grained simulations mediate forces on the same length

boundary conditions, so that we are restricted to discrete valuesSc@le. Because of chain connectivity, these forces lead to poly-
for the scattering vectar: mer-specific correlations of atom groups that are sustained up

to distances of the order of the persistence length of BPA-PC.

27, 27n, 27, Tschip et al?® showed that the mean squared end-to-end
h=— &= %= 9) distance, as well as the ratio of eisans to transtrans
conformations at the carbonate group obtained from the coarse
grained simulations is in very good agreement with experiment,
which gives good confidence in the coarse graining approach.
On the other hand, the crucial role played by the force field in

The coherent structure factor is calculated from the atomistic
all-atom simulation boxes according to

do determining the structure factor, even for sneglis evident in
Sq) = (_) = Zm)imﬁ)j@qug(fi — Tj)) (10) Figure 13, where we show three stages of the relaxation process
dQ/con 4 in a BPA-PC melt. The first curve corresponds to the structure
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Figure 12. Structure factors of BPA-PC melts: (a) protonated; (b)
methyl groups deuterated; (c) phenyl groups deuterated; (d) fully
deuterated. Results from two different MD simulation boxes using
DF-ff (dot-dashed: box A, dashed: box B) are compared with

experiment (diamonds, ref 21) and with simulations using lig-ff (full
curve, average of four boxes).

factor after the geometry optimization but before the melt is
exposed to details of the atomistic force field in the MThe
second and third curves show the structure factor after 10 ps
and 200 ps of the subsequent atomistic MD run with the lig-ff.
The change of the structure factor after switching on the
atomistic potentials demonstrates their importance for the
structure factor, even at smallOn the other hand, the atomistic
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Figure 13. Structure factor of BPA-PC melt during inverse mapping
procedure. Dashed, after remapping (before atomistic MD); dot-dashed,
after 10 ps atomistic MD; full curve, after 200 ps atomistic MD.

are not significantly different (statistically) from those obtained
with the “full” lig-ff.

Tschip et al®® also performed structure factor calculations
employing atomistic simulations with the AMBER force fiett.
Their results agree much better with experiment than those
obtained with both force fields used here, and it is possible that
more complicated atomistic force fields with many cross terms
for the bonded interactions (e.g., refs 9, 15) may be needed in
general to provide better agreement with experiment. Such force
fields are, of course, much less suited to MD simulations.

A study of the parameters of the DF-ff and lig-ff force fields
sheds light on the similarity of the structure factors they give.
The torsion angles along the backbone of a polymer chain are
crucial in determining its conformation, and those at the
carbonate groupd§; and ®,) are decisive, since the torsion
barrier (C16-C11-C14—C15) at the phenyl ring is very small
in both force fields. The other torsion at the phenyl group{C7
018-C8—C9) determines the rotation state of the phenyl ring
with respect to the carbonate group. This barrier differs in the
two force fields and could contribute to the differences between
their results at smalj. In fact, the largest deviations between
simulation and experiment occur for the structure factors
involving deuterated phenyl rings, and they are most pronounced
for fully deuterated BPA-PC (Figure 12(c,d)). Indeed, intrachain
correlations over- 12 A found in structure factors of TMC-
PC? indicate that the bonded interactions are very important
in the polycarbonate family.

There are sources of error unrelated to the force fields. The
neutron scattering experiments have been performed at tem-
peratures near 0 K, in contrast to the simulation temperature of
570 K. Quenching the systera 0 K in a 30 ps rurshowed no
significant improvements, although this quenching rate is orders
of magnitude faster than those accessible experimentally.
Finally, the preparation of the sample included a pressing, which
could also change the experimental structure factors.

V. Conclusions

relaxation appears to occur within a few picoseconds, and there

is no trace of any long-lasting relaxation process that would
change the curve shape for times accessible with atomistic MD.
The same applies for the DF-ff. Electrostatics play little role in
determining the statics of BPA-PC melts: If the charges are
switched off in simulations with the lig-ff, the structure factors

The results of density functional calculations of the structures,
energy barriers, and vibration frequencies of polycarbonate and
related molecules have been used as a database for determining
the parameters of a force field for use in classical simulations.
The force field has a standard form, and the optimized form is
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